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Abstract
Empirical testing of competing theories lies at the heart of social science and applied Science research. We demonstrate 
that a well-known class of statistical models, called finite mixture models, provides an effective way of rival theory 
testing. In the proposed framework, each observation is assumed to be generated either from statistical models implied 
by one of the competing theories or more generally from a weighted combination of multiple statistical models under 
consideration. Researchers can then estimate the probability that a specific observation is consistent with each rival 
theory. By modeling this probability with covariates, one can also explore the condition under which a particular theory 
applies. We discuss a principles way to identify a list of observations that are statistically consistent with each theory 
and propose measure of the overall performance of each competing theory. We illustrate the relatives’ advantages of 
our method over existing methods through empirical and stimulation studies.
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INTRODUCTION
mpirical testing of competing theories lies at the heart of social science research. Since there typically exist alternative 
theories explaining the same phenomena, researchers can often increase the plausibility of their theory by empirically 
demonstrating its superior explanatory power over rival theories. In political science, Clarke set forth this argument 
most forcefully by claiming that “theory confirmation is not possible when a theory is tested in isolation, regardless of 
the statistical approach” (2007b, 886). In order to quantitatively test competing theories, however, most political 
scientists fit a regression model with many explanatory variables that are derived from multiple theories. Achen (2005) 
strongly condemns such practice as atheoretical and calls it a “garbage-can regression.” To address this critique, some 
researchers have relied upon various model comparison procedures to assess the relative performance of statistical 
models implied by different theories under investigation.

Problem Statement/Justification
Over the past decade, peoplple have been questioned  the uses of statistiscal testing in sciences.the criticisms apply to 
both experimental data and treatments, random assignment of experimental units, replication. The most glaring problem 
with the of hypothesis testing is that nearly all null hypothesis are obviously false on a priori ground

Objective(s) of the study
Aims and Objectives
A Statistical Method for Empirical Testing of Competing Theories
Specifics Objectives
• to review the specification, estimation, and inference for finite mixture models in the context of empirical testing of 

competing theories. 
• to discuss a method to identify the observations that are statistically significantly consistent with each theory. 
• We also propose several ways to measure the overall performance of each competing theory. 
• Finally, we compared the proposed approach with the standard model selection procedures.

Literature Review:
In this section, we briefly describe the background of the motivating empirical example regarding the competing 
theories of trade policy preferences. An enduring theme in the international political economy literature is the ex-
planation of preferences for free trade. In a seminal contribution, Hiscox (2002) analyzes legislative voting on trade bills 
in the United States by drawing on political economy interpretations of two canonical theories from the trade literature: 
the Stolper-Samuelson (SS) and Ricardo-Viner (RV) models of international trade. The two competing theories differ 
critically in the extent to which they emphasize factoral versus sectoral cleavages. The SS model suggests that 
cleavages on trade policy will be along factoral lines and predicts that the owners of factors which the United States is 
relatively abundant in (compared to the rest of the world) will favor trade liberalization.6 In contrast, the RV model 
suggests an alternative cleavage between supporters and opponents of free trade that runs along sectoral lines. These two 
models of support for trade policy figure centrally in this long tradition of international political economy research (e.g., 
Ladewig 2006; Rogowski 1989; Scheve and Slaughter 2001).

Gordon and Smith (2004), emphasize that the proposed approach does not require researchers to specify such 
conditions. In fact, researchers may wish to use the proposed mixture modeling approach in order to explore what 
factors determine the relative applicability of each rival theory. Of course, the findings obtained from such exploratory 
analyses must be interpreted with caution, and deductive and systematic theory testing is required to draw more 
definitive conclusions Those in export industries should favor liberalization, whereas those in import competing A key 
observation made by Hiscox (2002) is that the applicability of these competing models depends on how specific factors 
of production are to particular industries. If capital is highly mobile in the national economy, meaning it can easily move 
across industries, then the SS model is likely to be supported because the winners and losers of trade will be found 
among owners of abundant and scarce forms of factors, respectively. On the other hand, if capital is more specific (i.e., 
less mobile), then cleavages should fall along sectorial lines since capital is unable to easily adjust across industries. 
Hence, Hiscox hypothesized that whether congressional voting on trade bills can be explained by the SS or RV model 
will depend on the degree of factor specificity in the U.S. economy

Methodology
In this section, we first briefly review the specification, estimation, and inference for finite mixture models in the 
context of empirical testing of competing theories. Before describing the proposed methodology, we emphasize an 
important distinction between causal and predictive inferences. For causal inferences, ignoring relevant confounders 
may result in omitted variable bias. In contrast, the existence of omitted variables alone does not invalidate predictive 
inferences. Indeed, it is well known.

‘‘Although controlling for irrelevant variables can sometimes result in bias, in typical observational studies analyzed by 
social scientists it is difficult to argue that researchers should not adjust for the observed differences between the 
treatment and control groups; suppose that we have a simple random sample from a population and find that in this 
sample, the turnout of overweight voters is significantly lower than that of other voters. It clearly known that for the 
purpose of predictive inferences, parsimonious models tend to outperform unnecessarily large models (see, e.g., Hastie, 
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Tibshirani, and Friedman 2001). Thus, if the goal of researchers is to construct a theory with strong predictive power (as 
opposed to testing causal mechanisms; see Imai, Tingley, and Yamamoto 2011, for relevant methodological issues), 
parsimonious models that can capture systematic patterns in the data are preferred. While our method can be used for 
both purposes, the causal inference approach would require strong research designs that enable the identification of 
causal effects. Our empirical examples should be thought of as the instances of predictive inference. Nevertheless, 
whenever using mixture models, well-specified theories play an essential role in model specification.

Finite Mixture Models:
Model Specification. Consider a finite number of M different statistical models, each of which is implied by one of the 
competing theories explaining the same phenomena. Beyond the fact that it can handle more than two theories at the 
same time, the proposed method is applicable without modification regardless of whether these statistical models are 
nested or not Finite mixture models are based on the assumption that each observation is generated either from one of 
the M statistical models or more generally from a weighted combination of multiple statistical models. This does not 
necessarily imply that researchers must identify all relevant theories. It is also possible that any observation, which is 
consistent with one of M theories under consideration, is also consistent with other theories that may or may not be 
included in the analysis. Rather, the goal of finite mixture models is to measure the relative explanatory power of the 
competing theories under consideration by examining how well a statistical model implied by any of the rival theories 
predicts each observation in the sample. For example, it is perhaps the case that the Stolper-Samuelson and Ricardo-
Viner theories do not exhaust all possible theories for trade policies. And yet, it is of interest to investigate the relative 
performance of each theory explaining the variation in the voting behavior of legislators.

Formally, let fm(y | x, θm) denote a statistical model implied by theory m where y is the value of the outcome variable Y , 
x is the value the vector of covariates X takes, and θm is the vector of model parameters. In statistics, typical applications 
of finite mixture models involve the same distributional and functional-form assumptions with identical covariates. 
Similar to random coefficient models, such an approach makes parametric models flexible by allowing different groups 
of observations to have different parameter values. However, these alternative statistical methods can neither provide a 
measure of overall support for each theory nor classify each observation to one of the competing theories. Furthermore, 
different theories usually require different sets of predictors. In fact, Hiscox (2002) employed logistic regression models 
with different sets of covariates for the Stolper-Samuelson and Ricardo-Viner theories. One may also wish to specify 
different statistical models for rival theories. For example, when analyzing the duration of cabinet dissolution, the 
underlying risk of cabinet dissolution may be constant (as in the exponential model)

In this reasearch, we consider a mixture of regressions, which is also  known as switching regressions (e.g., Quandt 
1972). In physcal science, Brandt and Freeman (2006) use Markov switching model (particular mixture models) for 
time-series data. To empirically test this hypothesis, Hiscox collected the data on factor specificity in the U.S. economy 
over nearly two centuries. His measures varied considerably over time, suggesting that during some eras voting should 
be along factor lines (capital/land versus labor) and in other eras along sectoral lines (exporters versus importers). To 
leverage these changes over time, Hiscox estimated separate regressions for different eras in time. Using a conventional 
model selection procedure called the J test, Hiscox provides evidence that support for liberalization is best accounted for 
by the SS model during eras where specificity was low. In contrast, he finds that in periods where specificity was high, 
the RV is the preferred model.

Although breaking up the votes into different eras constitutes one informal way to test the factor specificity argument, 
the continuous measure of the factor specificity variable created by Hiscox does not provide natural breakpoints which 
can then be used to group votes. Thus, any grouping might be criticized as arbitrary. As we demonstrate, finite mixture 
models offer a relatively straightforward and yet formal way to directly incorporate the factor specificity measure. In 
particular, mixture models use the level of factorspecificity to predictwhether the SS or RV model is appropriate for 
each trade bill or even each vote. Thus, in addition to the overall assessment of the two models, we are also able to 
identify the list of trade bills in which the voting pattern is consistent with each theory.

Notable exceptions include the work by Hill and Kriesi (2001), Kedar (2005), and Iaryczower and Shum (200). Stated 
that in the United States, capital and land owners will support free trade, whereas those specializing in labor should 
oppose liberalization 

Thus, Zi can take one of M values, i.e., Zi ∈ {1, 2,..., M}, depending on which statistical model generates the i th 
observation. The data-generating process is given by

Yi | Xi , Zi ∼ f Zi (Yi | Xi , θZi                                                               ....................................(1)
for each i = 1,..., N.

Next, assuming the conditional independence across observations given the covariates and the latent variable, the model 
specified in equation (1) yields the following observed-data likelihood function where the latent variable Zi has been 
integrated out,
Lobs , П|{Xi , Yi }N

Pr(Zi = m | Wi ) = πm(Wi , †m), ……………………………………………………………..(2)
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Estimation and Inference
Estimation and can proceed by either a frequentist approach of maximizing the observed-data likelihood function or a 
Bayesian approach of sampling from the posterior distribution after specifying prior distributions. To obtain the 
maximum likelihood estimates, the Expectation-Maximization (EM) algorithm (Dempster, Laird, and Rubin 1997), an 
iterative numerical optimization algorithm consisting of the expectation (or E) step and the maximization (or M) step, 
can be applied to the following complete-data log-likelihood function, which is derived
1. Sample Zi given the current values of all parameters with the following probability,
Pr Z(t) = m | (t−1), П(t−1), {Yi , Xi }N

Grouped Observations. In some situations, multiple observations are grouped and researchers may wish to assume that 
all observations of one group arise from the same statistical model implied by either a particular theory or more 
generally from the same weighted combination of statistical models under investigation. For example, multiple 
observations may be collected over time for each individual in a study, and all observations from one individual are 
assumed to be consistent with one of the competing theories or a particular weighted combination. of these theories. In 
the trade policy example discussed In such a situation, finite mixture models can be formulated as,

Yij | Xij , Zi ∼ f Zi (Yij | Xij , θZi ),………………………………… (3)

for i = 1,..., N and j = 1,..., J i where

Result(Expected outputs/Results
Identification of Observations Consistent with Each Theory
One advantage of the proposed mixture modeling approach is its ability to yield a list of observations for which 
researchers have sufficiently strong evidence that they are consistent with one of the competing theories. To do this, we 
focus on the posterior probability, i,m, that observation i is consistent with theory m. This parameter can be estimated as 
part of either the EM algorithm or the MCMC algorithm in equation (i).(ii). & (iii).
Estimated Population Proportion of Observations Consistent with Model 1 (four left plots) and Classification Success
Rates (four right plots) in the Two-Theory Mixture 

Identification of Observations Consistent with Each Theory
One advantage of the proposed mixture modeling approach is its ability to yield a list of observations for which 
researchers have sufficiently strong evidence that they are consistent with one of the competing theories. To do this, we 
focus on the posterior probability, i,m, that observation i is consistent with theory m. This parameter can be estimated as 
part of either the EM algorithm or the MCMC algorithm in equation (i).(ii). & (iii).
Estimated Population Proportion of Observations Consistent with Model 1 (four left plots) and Classification Success 
Rates (four right plots) in the Two-Theory Mixture 

Estimated Population Proportion of Observations Consistent with Model 1 (two left plots) and Classification 
Success Rates (two right plots) without a Theory-Predicting Variable in the Three-Theory Mixture Model 
Simulation Study

FIGURE 3 Estimated Probability of Votes for a Bill Being Consistent with the Ricardo-Viner Model as a 
Function of Factor Specificity
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Note: Solid line is the estimated probability with actual observations indicated by sold circles, and dashed lines represent 
95% confidence intervals based on the Monte Carlo approximation. Although there is a considerable degree of 
uncertainty due

Comparison with Other Methods. 
Finally, the mixture modeling approach also yields estimated model parameters for each of the competing theories, i.e., 
θSS, θRV, as well as the estimated coefficients on variables that are used to estimate mixing probabilities, i.e., †RV. In 
Table 1, we report these estimates and compare them to the “garbage-can” regression (the last four columns), which 
Achen (2005) and others (e.g., Clarke 2000; Gordon and Smith 2004) argue should be avoided. Here, the “garbage-can” 
regression refers to the single logistic regression, which contains all five variables taken from both SS and RV models. 
Following Hiscox’s original analysis, we also include bill fixed effects in this model. The table shows that for the 
mixture modeling approach, all estimated coefficients of the two models have expected signs and are statistically 
significant. For example, the estimated coefficient for the farm variable is negative, implying that states with high levels 
of agricultural production are more likely to oppose protectionism as expected under the Stolper-Samuelson model. In 
contrast, in the “garbage-can” regression the coefficients are considerably smaller and their standard errors are larger 
(relative to the size of the coefficients). For example, the farm variable is not statistically significantly different

from zero both in the House and Senate. This suggests the superior discrimination power of each variable in the mixture 
model despite the fact that the “garbage-can” regression was fit to the entire data.

The results based on the mixture model also improve upon those reported in the original article. For example, the 
application of the J test indicates that the SS model is selected for the period between 1945 and 1962. However, Hiscox 
found that the farm and manufacture variables in this model have opposite signs than what is predicted (2002, 603). In 
contrast, the results of the mixture model show no such inconsistency. Furthermore, when the SS model (with bill fixed 
effects) is fitted to the subset of votes classified to the RV model given in the second and fourth columns of Table 1 of 
the supporting materials, the estimated coefficient for the farm variable has a positive sign (statistically insignificant in 
the House and

‘We also ran the same “garbage-can” regression model with the interaction terms between the factor variable and each of 
the covariates. The results are somewhat puzzling. The coefficients of some main effects do not have expected signs, 
and others are no longer statistically significantly different from zero. In addition, some signs of the coefficients for 
these interaction terms are not in the expected direction

TABLE 1 Parameter Estimates and Their Standard Errors from the Mixture Model for the House and Senate
Statistical Analysis. 
Based upon the lack of statistical significance of the key estimated coefficient and its wrong sign, Huth and Allee 
conclude that out of the three models the affinity model “produced the weakest results” (2002, 283) and that between the 
accountability

Mixture Model “Garbage-can” 
Model

House Senate House Senate Models  
Variables coef. s.e. coef. s.e.coef. s.e. coef. s.e.
Stolper-Samuelsonintercept−0.23 0.14 0.02 0.21 0.47 0.12 0.78 0.25

profit −1.60 0.53 −5.69 1.19 −0.93 0.56 −3.58 1.23
manufacture 17.60 1.54 19.79 2.59 10.01 1.11 7.82

2.27
farm −1.33 0.29 −1.27 0.43 −0.14 0.24 −0.03

0.42
Ricardo-Viner intercept −0.61 0.05 −0.83 0.13
import 3.09   0.33 2.53   0.80 1.03   0.34    2.22   0.76
export   −0.85   0.16   −2.80   0.77   −1.45   0.14   −2.58   0.36
Mixture Probability intercept −0.39 1.48 −1.60 1.62
factor 0.01   0.06 0.05   0.07

Statistical Analysis. 
Based upon the lack of statistical significance of the key estimated coefficient and its wrong sign, Huth and Allee 
conclude that out of the three models the affinity model “produced the weakest results” (2002, 283) and that between the 
accountability.

Journal of Advance Research in Computer Science & Engineering ISSN: 2456-3552

Volume-9 | Issue-5 | May, 2023 5



FIGURE 4 Smoothed Histograms of Estimated Probabilities That Each Observation Is Consistent with Each 
Competing Theory of Democratic Peace, 3ˆi,m

Note: Solid vertical lines represent the estimated overall probability that observations are consistent with each model, 
πˆm. The affinity model receives the greatest support. The estimated probability for the accountability model is 
essentially zero for all observations.

In this section, First, the proposed mixture modeling approach provides one way to assess the relative predictive 
performance of rival theories, but like any statistical method, the method in itself does not solve endogeneity and other 
fundamental problems of causal inference in observational studies. For example, one may estimate causal effects using 
a mixture model which consists of causal submodel Second, one should not test too many competing theories at once. 
Fitting a mixture model demands much more from the data than fitting each of the submodels separately. The fact that 
each submodel is identified does not necessarily imply a mixture of all submodels is identified.
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